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Calculation of Absolute and Relative Acidities of Substituted Imidazoles in Aqueous Solvent

I. A. Topol, G. J. Tawa,* and S. K. Burt

Frederick Biomedical Supercomputing Center, SAIC Frederick, NCI Frederick Cancer Research and
Development Center, P.O. Box B, Frederick, Maryland 21702-1201

A. A. Rashin
BioChemComp, Inc., 543 Sagamoreefiue, Teaneck, New Jersey 07666

Receied: July 16, 1997; In Final Form: October 10, 1997

We calculate free energy changes of ionization reactions in aqueous solvent using a self-consistent reaction
field method. In the calculations all species are treated as quantum mechanical solutes coupled to a solvent
dielectric continuum. We show for a series of substituted imidazole compounds that both absolute and relative
pKa values for the deprotonation of nitrogen on the imidazole ring can be obtained with an average absolute
deviation of 0.8 units from experiment. This degree of accuracy is possible only if the solutes are treated at
the correlated level using either G2 type or density functional theory. Inconsistencies in published experimental
free energies of hydration that might undermine the reliability of the calculated absiuteajues are
discussed.

1. Introduction R R

The ability to determine thelfy, of the general ionization C|2 Co
reaction AH— A~ + H™ in agueous environments is important, H\Na/ \N1/H N Z \N1/H
especially for understanding the specific biological activity of \@/ — K
molecules in the human body.The theoretical and technical —Cs
difficulties associated with accurate determination of absolute H \H H \H
and relative 5 values in solvent have been well-documeritéd.

A major difficulty in determining both absolute and relative R = H, NHy, CHs, Cl

pKy's is calculating the free energy change associated with Figure 1. Removal of a proton from nitrogen sNof a protonated
deprotonation. The magnitude of this change (defineskap p ~ imidazole system with an R group substituent bound to carkoof C
. . the imidazole ring. R= H, NH,, CHs, or Cl.

is very small compared to the absolute free energies of the

reactants and products. Hence, precise calculations are neces- AGgas

sary. Absolute K, determination is further hindered by the AH +(g) —g> Alg) + H+(g)

fact that there is no known accurate determination, experimental

or otherwise, for the solvation free energy of the protbri?

Recently, however, the possibilities for accuratg palcula- AG (AHY) AG (A) |aG (H")
tions have improved. One area of improvement which is hyd hyd hyd
relevant to small molecules is in the ab initio quantum chemical
methods, e.g., density functio®al?° and G223 type theories.

These methods consistently yield proton affinities and proton- AH(S) —————— A(s) + H'(s)

transfer enthalpies within-14 kcal/mol of experimental values. AGs

Another area of improvement has been in the development of Figure 2. The thermodynamic cycle used to describe the deprotonation
self-consistent reaction field procedures that combine ab initio process AH — A + H* in solvent.

guantum mechanics with dielectric continuum solva#r®

These procedures can give a remarkably accurate representatiog] on carbon G of the imidazole ring. We find that both
of the properties of molecules in aqueous environments. absolute and relativeifa values may be determined on average

The goal in this current paper is to use these various recentyq within 0.8 K, units. This type of accuracy is possible only

developments in ab initio theory (G2 and DFT) and in solvation i the solutes are treated at the correlated level using either G2
(dielectric continuum-SCRF) to create a methodology for type or density functional theory.

calculating accurate absolute and relativg’p for ionization

reactions in aqueous solvent. We then revisit the substituted
imidazole systems previously studied by one dftoscalculate 2. Theory
both absolute and relativeKp values for the ionization of the

ring nitrogens (See Figure 1). This is represented by The calculation of i, for the substituted imidazoles is based
on the generalized thermodynamic cycle shown in Figure 2.
IMHT™—R—IM—R+H" Analysis of this cycle shows that the&pfor the reaction
where IMHt is an imidazole ring with both nitrogens protonated, AHT — A 4 HF 1
IM is imidazole deprotonated atsNand R= H, NH,, CHjz, or @)
€ Abstract published irAdvance ACS Abstractdjovember 15, 1997. in aqueous solvent is given by
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1 + + TABLE 1: Gas Phase Basicities AGgas kcal/mol) for the
a T[AGhyd(A) + AGhyd(H ) _AGhyd(AH )+ Deprotonation Reaction IMHT—R — IKZ—R + H™ (See
2.3R - : : " \
N Figure 1) Determined at Various ab Initio and Basis Set
AGg{AH)] (2) Levels

pK

. .. . method R=H R=NH; R=CH R=Cl
where AGg{AH™) is the gas-phase basicity ardBhyq is the 2 S
free energy change associated with the transfer from gas phase]’;l"zl 6-31G(d) 224.986 231954  230.079  217.609
. . P2/6-31G(d} 219.530 223.700 223.904 213.283
to water. The difference inky’s between two compounds, BH MP2/6-311G(3d,2p} 216.262 219.992 220.044 210.389
and AH', is® CISD(T)/6-31G(dp) 222.650 227.678 227.140 217.448
MP4/6-31HG(dp} 218.411
ApK, = pKa(BH+) —pK (AH +) MP4/6-311G(2d,p) 219.262
G2MP2 217971 222920 222.675 212.613
1 N G2 217.828
= —_I_[AGhyd(B) - AGhyd(A) - AGhyd(BH )+ B3LYP/6-31HG(dpf 218.290 224.007 223.577 212.334
2.3R experimerft 214.300
+ +
AGhyd(AH )+ AGgaABH )~ a Basicity calculated using optimized MP2/6-31G(d) geometry and
AG. (AH™Y (3 scaled HartreeFock frequencies’ Basicity calculated using optimized
gas( )] (3) B3LYP/6-311G(dp) geometry and unscaled B3LYP/6-31G(dp)

L . o frequencies.
The gas-phase basicity for AHand similarly for BH") is given

in terms of its components as andTAS.yq is the entropy change of the solvent due to localized
ordering about the soluteAGg is calculated in the dielectric
AGg,(AH ) =E(A) — E(AH™) continuum approximation using a self-consistent reaction field
(SCREF) cycle. AHpp andTAS,yq are calculated from the solvent
+E,(A) — E,(AH™) accessible surface (SAS) area of the soluté$ as
FELA) - ER(AH+) @ AH,, 0.369— 0.0269(SAS) (7
and

+E(A) — Ef(AH") +

N TAS, 4= —1.54— 0.0315(SAS) (8)
E;(H") + A(PV)
The solvation energy of the protoAGnyd(H*), is not known
—T[SA) — S(H*) — S(AH*)] to high precision. A range of proposed values is fro252.6
to —262.5 kcal/mol.1314.38 This uncertainty will affect the
where the electronic energk, is calculated using standard ab calculation of absolutely, values defined by eq 2. However,
initio methods3® Thermal corrections to the electronic energy calculation of relative Ka values (eq 3) does not require a
are calculated in the ideal gas approximation. Therefore, the knowledge of the proton solvation free energy, therefspi,
translational and rotational energy contributioBg,andEr = it is not influenced by uncertainties iGpyq(H™).
1.5RTandA(PV) = RT. Normal mode vibrational frequencies
are calculated in the harmonic approximation. They are 3. Computational Protocol
subsequently used in standard statistical thermodynamic expres-
sions® to calculate the vibrational energieS, (includes the
zero point energy), and the entropy terms. Using the Sackur
Tetrode equation, the entropic portion of the gas-phase proton
free energy, TH™), at standard temperature and presssre
7.76 kcal/moPF’
Under these conditions, the gas-phase basicity at 298 K
reduces to

In the dielectric continuum approximation the solvated system
is pictured as follows: We place a solute molecule in solution.
The solute displaces the solvent, thereby creating a solvent
excluded volume. The boundary of this volume is the solute
molecular surfacé® The region within the solute volume is
assigned a dielectric constas(t) = 1. The rest of space is
assigned the measured dielectric constant of the solut{o),
= 78.5, for aqueous applications. The solute charge density
imposes an electric field on the surrounding continuum. This
induces a solvent polarization that achieves equilibrium with
+ i " the solute electric field. The subsequent sehgelvent interac-
—E(AH") —E,(AH") + TSAH")  (5) tion defines theelectrostaticcomponent of the solvation free
energy AGg, or of the solvation enthalpypAHe;, which is~1.7%
—6.28 keal/mol larger in absolute value due to the temperature dependence of
the dielectric constarft:48
First an initial electronic structure and vibrational frequency
calculation is performed on all solutes to obtain the gas-phase
basicities (Table 1) given by eq 5. These calculations are
The solvation free energy for any of the species present in Performed using the GAUSSIAN 94 suite of progratfisThe
eqs 2 and 3AGhyq, can be written in terms of the electrostatic various ab initio levels used to determine the electro_nlc energies,
free energy and the nonelectrostatic enthalpic and entropic E» &re Hartree-Fock (HF), Moller-Plesset perturbation theory
components as (MP2 and MP4Y), quadratic conflguratlon interaction (QCISD-
(T)*3, G222 G2MP222 and density functional theory (DFT)
AG 4= AGy + AH,, — TAS 4 (6) using the hybrid exchange-correlation functional of Becke, Lee,
Yang, and Parr (B3LY#49. For all methods except DFT the
whereAGg) is the electrostatic component of the solvation free thermal corrections to the electronic enerdy, and the
energy AHn is the solute-solvent dispersion interaction energy, entropies, TS are calculated using scaféd?3¢ HF/6-31G(d)

AGy{AH") =E(A) + E,(A) — TA)

where the rotational and translational enthalpy of A and*AH
have canceled out and the6.28 kcal/mol term includes the
translational enthalpy and translational entropy of the proton
and APV (—7.76 + %,RT).
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frequencies. In the case of DFT, unscaled B3LYP/6-3G1 TABLE 2: Hydration Free Energy AGhyq (kcal/mol) and Its

(dp) frequencies are used. ComponentsAGeh Aan, and TAShyd for Both P_rotonated
The solvation calculations to obtakGyyq are performed next. ~ 2nd Deprotonated Forms of the Substituted Imidazoles

The electrostatic solvation free energy(, is calculated in AHpp —

the B3LYP/6-31#G(dp) approximation using a self-consistent molecule AGef  TASyd' AGryq A(AGnyd)

reaction field cycle. The reason for this is that it has recently IM—Ha —10.51 1.49 -9.02 -

been shown that DFT theory can yield vacuum dipole moments IMH*—H? —62.05 151 —60.54 —51.52

in excellent agreement with experiméa€® Accurate dipole M=t —-12.31 149 -l10.82

moments are critically important because in the case of polar :MTH;H ~65.93 151 :(153"21(2) —53.60

uncharged solutes the solvent reaction field is, to a first |yy+—pHe —64.60 —54.40

approximation, proportional to the molecular dipole moment |M—NH.? —15.42 1.53 —13.89

of the solute’> In the SCRF cycle the B3LYP/6-33G(dp) IMH*—NH  —67.08 1.54 —65.54 —51.65

calculations are performed on the solutes to obtain an initial M~NHz , 1845 153 -16.92

electronic energy and charge density. An electrostatic potential :MTC;NHHZ :%gg igg _fg'gg —52.88

fit (ESP*) is performed to represent the solute charge density |y +_(3:H3a _58.44 156 -56.88  —48.17

as a set of atom centered charges. Molecular sufageater IM—CHg —11.76 1.55 ~10.21

probe radius= 1.4 A are then constructed for all solutes. The  IMH*—CHg —61.49 1.56 —59.93 —49.72

solvent response to the solute charge distribution (represented W'—f'a —9.60 1.56 —8.04

by ESP charges) is obtained by solving an integral form of the :M'idbc'a :ﬂgg igg *fg'ff? —51.85

Poisson equation using boundary element metf88g{g24751 IMH +—Clb —65.67 157 —64.00 5453

The reaction field of the solvent is obtained as a set of ] ) i ] . ) ] -
polarization charges located on the solute molecular surface. *Atomic cavity radii from Rashin et &f. ° Atomic cavity radii from

: . . . this work, i.e., 2.23 A for aromatic carbohElectrostatic solvation free
The solute Hamiltonian is then augmented with a Coulomb energiesAGg, calculated using an SCRF cycle. The solute was treated

operator representing the interaction of the polarization charges,; ihe B3LYP/6-313G(dp) level of theoryd AHn, and TASwyg
with the electrons and nuclei of the solute. The calculations cajculated using egs 7 and 8, respectively, using the nonpolar atomic

are repeated until the electronic energy of the solutes becomesavity radii of ref 30.¢ Experiment, ref 59.

constant. The electrostatic component of the solvation free

energy is then given By2° solvation enthalpyAH,,, and the entropy change of the solvent,
TAS hyq, due to localized order around the soldtgdable 2).

The nonpolar components to the solvation energy are then
added to the polar components to obtain the full solvation free
energy for all solutes (eq 6). The solvation free energies
whereE%(p9) is the quantum mechanical energy of the unper- [calculated in the B3LYP/6-3HG(dp) approximation] and the
turbed solute evaluated using its gas-phase orbE#ts) is the gas-phase basicities are then used in egqs 2 and 3 to obtain
guantum mechanical energy of the solute evaluated using itsabsolute and relatively values, respectively. The solvation
solvated orbitals (no interaction with solvent included), and energy of the protonAGnyd(H™), is fixed at a value 0f-262.5
V(r,0) is the electrostatic potential at a pomtvithin the solute kcal/mol, which is at the upper end of a range of proposed values
molecular surface due to the surface polarization charge density from —252.6 to—262.5 kcal/mof.13.14.38

AG, = E(p°) — E%(p?) +% Mr.0) o) & (9)

o. pSis the charge density at positian of the perturbed Two sets of atomic cavity radii were used to construct the
(solvated) solute, and the integral is the energy lowering due to surfaces used in the dielectric calculations. The first set of
interaction with the solvent. atomic cavity radii were taken from the work of Rashin et°f

This formulation places the entire solute charge density in because these radii generally give accurate hydration free
the form of ESP charges inside the solute cavity. While this is energies when the dielectric continuum approximation is used
only an approximate description without a rigorous justifica- for the solvenf® However, there are some specific systems
tion*8:52it is remarkably accurat¥,3047.485%nd it avoids some  for which this is not the case, e.g., the substituted pyridines. In
problems due to the penetration of the solute electronic cloud the case of pyridine, 2-methylpyridine, and 2-ethylpyridine the
beyond the solute cavii#:?"4852 A recent alternative approach  calculations of Rashin et 8.underestimate the hydration free
avoiding ESP fitted charge®®* does not resolve all problems energies by 0.93, 1.38, and 3.20 kcal/mol, respectively. The
due to the solute charge density outside the cavity as follows atomic cavity radii published in refs 30 and 48 were derived
from a very clear presentaittbecause, e.g., the sharp dielectric by using known internuclear separations between explicit water
boundary is a model and not a physical reality and penetration oxygens and atoms of the solute. The analysis was performed
of the water electron density into the solvent cavity is ignored. only for aliphatic compounds. The resultant cavity radii for
Furthermore, previous calculations of the solute charge outsidealiphatic carbons were then assigned to aromatic carbons as well,
the cavity®52showed that it can be as large asedfdr small which may in-part explain the large errors in the pyridine
anions but is below 0.@&lfor small cations. While for waterit  solvation free energies. Since the substituted imidazole systems
is 0.16, both classicdl and quantu calculations for this studied in this work bear some similarity to the pyridine systems
model lead to very good agreement with experiment. The same(aromatic ring containing nitrogens and carbons), large errors
is found for larger cations, while the interpretation of discrep- may occur if similar atomic cavity radii are utilized. To avoid
ancies with experiment are ambiguous for ani&h#s we deal this problem we set out to determine an alternate set of atomic
here with cations and neutral molecules we expect no problemscavity radii for aromatic ring systems (no 7% correctffohas
due to the charge penetration and expect our approximations tobeen applied).
be as accurate as any alternatives (e.g. see ref 53). The problem We performed water probe experiments to determine the
for anions (see also ref 47) will be addressed elsewhere. atomic cavity radius of the imidazole ring nitrogens. An explicit

The solvent accessible surfac®sof the solutes, SAS, are  water was placed in the vicinity of each ring nitrogen for all
then constructed using a water probe radius of 1.4 A. Equationssubstituted imidazoles shown in Figure 1. The water positions
7 and 8 are used to calculate the nonpolar component of thewhere optimized in the B3LYP/6-33G(dp) approximation.
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TABLE 3: Comparison of Calculated Hydration Free Energies (kcal/mol) for the 2-Substituted Pyridine Series

pyridine 2-methylpyridine 2-ethylpyridine
AGhyd A(AG‘hyd) AGhyd A(AG‘hyd) AGhyd A(AGhyd)
Rashin et af® —=3.77 +0.93 —-3.25 +1.38 —-1.13 +3.20
SCRP —4.26 +0.51 —3.44 +1.19 —-3.13 +1.20
SCRP —4.86 —0.16 —4.23 +0.40 —3.62 +0.71
experimertt —4.70 0.00 —4.63 0.00 —4.33 0.00

a Solvation free energies (kcal/mol) using DFT [B3LYP/6-314(dp)] and atomic cavity radii from Rashin et3IThe electrostatic portion of
AGnyq is calculated using the SCRF procedures outlined in this work. The nonpolar portion is taken from Rasfin°eallation free energies
(kcal/mol) using DFT [B3LYP/6-31+G(dp)] and atomic cavity radii determined in this work (2.23 A for aromatic carbon). The electrostatic
portion of AGnyq is calculated using the SCRF procedures outlined in this work. The nonpolar portion is taken from Rasffin’d@xerimental
values taken from ref 64.

Analysis of the water-oxygen to ring-nitrogen distances sug- 4. Results and Discussion
gested to us a range of values from 1.28 to 1.56 A for the atomic

cavity radius of the ring nitrogens. When this range of atomic The gas-phase basicity (eq 5) was calculated for the depro-

. .. i . tonation of ring nitrogen in the substituted imidazoles (see Figure

cav_l_ty_ radii values was _used _|n SCRF calculanon_s (@l other 1) using the various methods and basis set levels discussed in

radii fixed at values published in ref 30), there was little change ¢ hrevious sections. The results of this analysis are given in

in the relevant electrostatic solvation free ener§e. This  Tapje 1. Analysis of the table reveals that at the highest basis

happens because the ring carbon atoms W|t_h atomic cavity radiiget |evel considered for each method, the B3LYP/6-3%51

of 2.46 A almost completely bury the nitrogen molecular (d,p) calculations compare most favorably with the G2 and

surface. Hence, changes in the nitrogen atomic cavity radius G2MP2 results.

hardly affect the molecular surface resulting in a conste®{ With the previously determined atomic cavity rdfland the

for the range of radius values tried. Hence, the aromatic ring alternate cavity radii (2.23 A for aromatic carbon instead of

nitrogen atomic cavity radius was left unchanged from its 2.46), the hydration free energies of all species in eq 5 were

previously determined value of 1.5® determined using eqs®8. The results are presented in Table
Our attempts to correct the nitrogen cavity radii on the basis 2. The last column of this table shows the hydration free energy

of quantum calculations with a single water molecule are baseddifference between the ionic and neutral species. We see that

on the expectation that the distance of a single water moleculeWith the alternate radius set, the free energy differences are larger

from a polar solute atom will be preserved in solution. Our (2—4kcal/mol) than when the radii of ref 30 are used. Reducing

preliminary results for calculations of hydrogen bond lengths the ring carbon radius from 2. %o 2.23 A causes the ionizable

in vacuum and solution seem to support this expectation. ring nitrogens to be more exposed to solvent. The continuum

Simil i b . ¢ ; d to determi solvent then preferentially stabilizes the ionic species over the
imilar water probe experiments were performed to determine o o species, which causes the solvation free energy differ-
the atomic cavity radii of the aromatic ring carbons. However

. ; X ' ences between the ions and neutrals to be larger.
;huiiiéngéesli':{a;?é_gfi glg’;zglsoﬁ;x;‘;t?g‘r’]ard;&‘; Tgsguﬂg:jo?r?ns To test the validity of the new value for the atomic cavity
‘ : i radius of aromatic carbon we applied our SCRF procedure to

abnormally large water oxygen-ring carbon distances and he calculation of solvation free energies of pyridine, 2-meth-
therefore physically unrealistic atomic cavity radii for the ring ylpyridine, and 2-ethylpyridine using both the radii of Rashin
carbons. In a real water environment the water molecules would gt 513048 and the alternate radii. These systems were problem
more closely approach the ring carbons due to water packingcases in a previous study performed by Rashin & alhe
around the aromatic ring. results are given in Table 3. It is clearly seen that our SCRF

We next considered benzene, a case in which all ring atomsprocedure using the alternate radii yield better absolute solvation
are identical. This system was chosen to avoid water preferring free energies (average absolute error of 0.32 kcal/mol) than when
one ring atom over another. The benzene was then placed inthe radii of Rashin et aP (average absolute error of 0.97 kcal/
an equilibrated (Monte Carlo equilibration with TIPSvater ~ mol) are used. We conclude from these calculations that an
potential) three-dimensional grid of water extending 10 A out aromatic ring carbon radius of 2.46#%is too large and the
from any carbon atom of the aromatic ring. Any water adius used should be smaller. _ _
molecules overlapping benzene atoms were removed. The In the case of imidazole, the expgrlmgntal solvation free
whole system, which consisted of 1 benzene and 170 waters,Nergy difference between the positive ion and the neutral
was then optimized using the AMBER potential. This molecu!g '3_54'4(_) kcal/mool (see footno&aof Ta_ble 2). Using
optimization with many waters was performed to somehow the radii of Rashin et afd we cglcu_lat_e this difference to be
account for water packing about the benzene ring. The closest_51'52 kcalimol (Table 2)’. which is in error by2.88 kcgl/
water-oxygen, ring carbon distance turned out to be 3.03 A. H;OL The Cg!pglaég%gollvaﬂon Treﬁ_ energy dlff%rence l(J)SérE)g the
Subtracting from this a hard core radius of 0.8 A for the water Ectglr/rr]:é? raS cl>l rrj\_th e‘ casgaomr%i,(jtalzsollzI?h?arg[erﬁggj:adii ie
nyqrehr?: y\ilzlliiav';go;r;f;:grggntﬁéorgtigncq?c\’iga:/?g:ursagguzs;zgf 223 A fbr ring carbons, yield better absolute solvation,fr.eé’

: energies.
aromatic carbon. The solvation free energy differences in Table 2 [calculated

The only difference between our alternate radius set and thatin the DFT (B3LYP/6-31%G(dp) approximation] and a proton
of Rashin et af° is that in the alternate radius set there is a solvation free energy 0£262.5 kcal/mol were then combined
slight difference in the atomic cavity radii of aliphatic (2.46 A)  with the G2MP2, the B3LYP/6-31G(dp), and the HF/6-31G-
versus aromatic carbons (2.23 A) of 0.25 A. In the radius set (d) gas-phase basicities to obtain absolutg yalues (Table 4)
of Rashin et al? both types of carbons are assigned the same and (K, values relative to imidazole (Table 5).
atomic cavity radius of 2.46 A. It is clear from analysis of Tables 4 and 5 that the ordering
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TABLE 4: Absolute pK, Values for the Deprotonation Reaction IMHT—R — IM —R + H* (See Figure 1) Calculated at
Various Correlated ab Initio Levels

method R=H R = NH; R=CH;s R=CI

HF/6-31G(dY 10.29 (+3.28) 15.48 47.02) 11.55 ¢3.61) 5.10 ¢-1.55)
B3LYP/6-311-G(dpp 5.37 (-1.58) 9.64 {-1.18) 6.78 £1.16) 1.23 (2.32)
G2MP2 5.14 (-1.87) 8.85 {-0.39) 6.12 (1.82) 1.43 (2.12)
HF/6-31G(d) 11.79 4-4.78) 16.3947.93) 12.70 44.76) 7.16 4-3.61)
B3LYP/6-311-G(dpy 6.88 (-0.13) 10.56 £-2.10) 7.93 £-0.01) 3.28 {-0.29)
G2MP2 6.64 (-0.37) 9.76 £-1.30) 7.26 {-0.68) 3.49 {-0.06)
G> 6.54 (-0.47)

B3LYP/6-31H-G(dp) 7.48 (4-0.47)

G2MPZ 7.24 (4-0.23)

G 7.14 4-0.13)

Lim et al’ 15.30 (-8.29)

Chen et ab. 7.60 (+0.59)

experimerf® 6.95<7.07 8.40— 8.52 7.88— 8.00 3.55

2 The electrostatic portion of the solvation free ener§§Be, is calculated using an SCRF cycle in which the solute is treated in the B3LYP/
6-311+G(dp) approximation. The full solvation free enerdyGnya, iS Obtained by adding the enthalpic nonpolar and entropic contributioh&go
as described in the text. ThGyq values are then added to the gas-phase aciditi€g,s (calculated in the HF, G2MP2, and B3LYP levels of
theory), to obtain the free energy difference necessary for the calculation of the abdtualye (eq 2). The numbers in parentheses are the
differences of the calculated<p values from experimentAtomic cavity radii from Rashin et &. ¢ Atomic cavity radii from this work (2.23 A
for aromatic carbon)d Same as in footnote, except that experimental solvation free enefjieere used instead of the theoretical ones.

TABLE 5: p K, Values Relative to Imidazole (R= H) for H compound. This difficulty in the treatment of amine groups

the Deprotonation Reaction IMH*—R — IM —R + H™ (See was encountered in our previous calculations that showed

Figure 1) nonsystematic deviations from experiméntProblems associ-
method R=H R=NH, R=CH; R=Cl ated with the treatment of amine groups have also been reported

Rashinetaf. 0.00 5.46¢4.01) 2.22¢1.29) —7.57 (-4.11) by other investigator¥ The underlying reasons for these

HF/6-31G(d}  0.00 5.193.74) 1.26{0.33) —5.19 (-1.73) discrepancies are still not well-understood.
HF/6-31G(d)  0.00 4.60¢-3.15) 0.91(0.02) —4.63 (~1.17)

B3LYP/6- 0.00 4.2742.82) 1.4140.48) —4.14 (0.68) Our results confirm the findings of Rashin etGahgt the
311+G(dpy Hartree-Fock level of approximation is not sufficient for
B3LYP/6- 0.00 3.682.23) 1.05¢0.12) —3.60(-0.14) obtaining highly accurate absolutivalues. This is consistent
311+G(dpyp with the previous results of Lim et dland Chen et &l.from
G2MP2 0.00 3.71§2.26) 0.98{0.05) —3.71 (~0.25)

G2MP2 000 3.12§167) 062¢031) —3.15 (-0.31) Table 4. Chen et dutilize a method similar to ours (SCREF,
experimerf® 0.00 1.3%157 08%+1.05 —3.40~—3.52 solute treated at cqrrelated Ieygl with DFT) to.ob.taHKavaIue

a Atomic cavity radii from Rashin et &. ® Atomic cavity radii from for.tthe dheprr‘o.tona.?hqn (())fSF);SItI\_/ter fchargeq ImISaZLc_)Ie OI 77'|60
this work (2.23 A for aromatic carbony.The numbers in parentheses urTI-S, which 1s within ©. un.' S0 eXPe”T“e” - LiIm ét’al.
are the differences of the calculated relativ@ palues from experiment. ~ Utilized HF/6-31G* electrostatic potential fitted atom charges

when performing their classical dielectric continuum solvation

of the K, values calculated with HF, B3LYP, and G2MP2 calculations to obtain an absolut&gvalue of 15.30 for the
precisely matches the electron withdrawal capacity of the R deprotonation of positively charged imidazole; this is 8.29 units
group substituents attached to carbgmo€the imidazole ring. different than experiment.
Chlorine most stronglyvithdrawselectrons from ther system The absolute I§, values reported in Table 4 are influenced
of the imidazole ring, causing the partial positive charge on the py the uncertainties related to the solvation free energy of the
nitrogens to become larger. The best way to neutralize this proton, which ranges from252.6 to—262.5 kcal/mof. This
charge is to re_Iease aring proton, hence the high acidity of the uncertainty undermines any absoluté,letermination. How-
chlorine-substituted imidazole. NHmost stronglydonates gyer our results may indicate that the solvation free energy of
electrons to ther system of the imidazole ring, causing dispersal o hroton is closer to the lower end of this range, as we have
of the partial positive charge on the nitrogens. There is less of used a value 0f-262.5 kcal/mol, which results in average
a tendency for the nitrogens to become deprotonated, hence th%bsolute errors of 0.60 units for the G2MP2 calculation using

Iov'\éer iudlty olf the Nfufli)?suzmed ImlldaéOIe'h bsolut the alternate radii. We also calculated the absol#tgevalues
urther analysis of Table 4 reveals that the absoliKe p using the experimental solvation free energies of imidazole and

values are very close to experimental ‘.’"’?'.“es but only when theits protonated fort? combined with the correlated gas-phase
solutes are treated at the correlated ab initio level. The Hattree . . .
free energy differences. The experimental solvation free

Fock calculations are clearly the worst, with an average absolute : : . .
energies are not subject to radius parametrization (but may

f 3.87 uni ing th ii of ref 30. Thi i ) )
error of 3.87 units using the radi of ref 30 IS EITor INcreases depend on the choice of standard state; see below). In this case

to 5.27 units when the alternate radii are used. The B3LYP/ ' :
6-311+G(dp) calculations are better with an average absolute all of the correlated methods presented in Table 4 yield absolute

error of 1.56 units using the radii of ref 30. This error decreases PXa values within 0.5 units of experiment wher262.5 is used
to 0.63 units when the alternate radii are used. The G2mp2 for the solvation free energy of the proton.

calculations are slightly better than B3LYP/6-31G(dp), The uncertainty in the free energy of hydration of the proton,
yielding average absolute errors of 1.55 units and 0.60 units AGhyd(H"), also leaves in doubt all reported “experimental” free
for the radii of ref 30 and the alternate radii, respectively. energies of hydration of ions, because they are usually deter-

The R= NH, substituted imidazole seems to be particularly mined relative toAGny(H*).1* To illustrate this uncertainty,
problematic. Our best calculation, G2MP2 with alternate radii, we can attempt to independently determi®n,q(H") from the
yields an absolute error of 1.30 units, as compared-®68 thermodynamic cycle of Figure 3 depicting the dissociation of
units for the R= CH3 compound and-0.06 units for the R= water into H" and OH  ions. According to this cycle
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H.O AGIgas + -
0 (9) ———H"(g)+OH (g)
B
b 342
°iz 8%
o -
AGg . -
H20 (s) -—2—1-;-» H (s)+OH (s)

Figure 3. The thermodynamic cycle used to derive the value of the
free energy of hydration of Hfrom the dissociation of water. The
free energy of dissociation of water can be calculated from the molar
concentrations in the equilibrium reactiohG(H,O—OH +H*) =
—1.987x 298 x In(1071455.55)= 21.47 kcal/mol. 55.55 is the number
of gram moles of watemi 1 L of water. The “experimental” hydration
free energy of OH ion is —104.92 kcal/mol (Ben-Naim conventi$ht)

and that of water is-6.3 kcal/mol?® The gas-phase proton affinity of
390.8 kcal/mol is taken from Lias et & add —6.58 which is TAS

for HLO—~OH™ + H' determined at the B3LYP/6-33#G(dp) level to
obtain -384.22 kcal/mol.

AGy,(H") = AG,(H,0—~OH +H") —
AGgaS(HZO—>OH7+H+) — AG;,,(OH") + AG, 4 (H,0)
(10)

A substitution of known experimental values obtained as
explained in the legend to Figure 3 yieldSn,q(H') = —264.11
kcal/mol, which is even lower than the value used in our work.
The problem is that we took the “experimental” value of
AGryd(OH™) from the same “self-consistent” tabulation that lists
AGpyg(HT) = —252.39 kcal/mol (or—250.7 kcal/mol if
converted to Ben-Naim’s standard sfat€). One could note
that H" ion does not exist in a free state in water but forms
hydronium ion, HO*. This is not, however, explicitly ac-
counted for in constructing “self-consistent tabulations” for
hydration of individual ions, and experimental data for relevant
reactions involving hydronium is not readily available.

The water dissociation cycle of Figure 3 can be inserted into
the deprotonation cycle of Figure 2. The virtue of this is that
it circumvents the need for an experimental valueAGhyq
(H). However, we still are met with uncertainties in the
experimental value oAGpyg(OH™). This again suggests that
one may need to consider a cycle with®t instead of H.
The hydronium ion is large enough so that A&,q can be
calculated with known theoretical methods.

Even stronger indications of serious inconsistencies in

tabulated solvation energies are encountered when one considerg i

the choice of the standard st#é! as well as some “extra-
thermodynamic” assumptioH<*0 that are usually made when

such tabulations are put together. Marcus provided compilations

of the thermodynamic characteristics of ion hydration using both
a standard statéand an alternative definition of hydrati®h

as transfer of a solute from a fixed position in the ideal gas to
a fixed position in the solve®t However, two compilations

of hydration free energies of pairs of opposite charged ions
apparently relying on the same standard state defisftidigive
widely different “experimental values”; e.g., in one the free
energy of solvation of LiF~ is given as equal te-231.7 kcal/
mol and that of C5l~ as—133.8 kcal/moF! In anothef® the
respective values are given a®24.8 and—125.6 kcal/mol.

At the same time the enthalpies of hydration for both pairs of
ions listed in both sources are practically identica48.1 and
—136.3 kcal/mdi versus—248.8 and-136.4 kcal/moP° This
indicates large differences in entropic contributions between
the two compilations. Questions about possible sources of

Topol et al.

source of raw data remain unanswef@dCompilations by
Marcug*&%rely on the “chosen” value 0AS,4(H™) equal to
7.84 kcal/mol, leading taGnyo(H™) equal to—252.6 or—250.7
kcal/mol under two standard state definitions, while direct
experimental estimates &Gpyq(H*) go to as low as-262.6
kcal/mol. The latter value oAGnyq(H™) leads to good agree-
ment between our calculatedps and experimental values. It

is also very similar to the enthalpy of hydration of the prdfon
(—262.2 kcal/mol), which is in reasonable agreement with most
compilations. Therefore our results seem to indicate that in
order to obtain reasonable agreement with experimendal p
values the entropic contribution to the free energy of hydration
of H* should be very small.

Because most consistent “compilations” of hydration “ex-
perimental data®®present rather large hydration entropies for
H*, theoreticians attempting to compute free energies of
hydration that involve ions should in our opinion remain
cautious. As has been found in our calculations of thermo-
dynamics of hydrogen bondirfgthe experimental data are not
accurate or well enough defined to verify high quality theoretical
calculations.

The solvation energy of the proton, however, is not an issue
when consideration is given to theKp valuesrelative to
imidazole As shown in Table 5, the relativekp values are
again very close to experiment. The Hartré®ck calculations
are the worst, with an average absolute error of 1.93 units using
the radii of ref 30. This error decreases to 1.45 units when the
alternate radii are used. The B3LYP/6-31G(dp) calculations
are better with an average absolute error of 1.32 units using the
radii of ref 30. This error decreases to 0.83 units when the
modified radii are used. The G2MP2 calculations are slightly
better than B3LYP/6-31tG(dp), yielding average absolute
errors of 0.85 units and 0.76 units for the radii of ref 30 and
the modified radii, respectively. Clearly, the alternate radii
generally improve the calculated relativi values.

The differences between the Hartrdeock relative K,
estimates and the correlated ones are not nearly as large as they
were for the absoluteliy estimates. The average magnitude
of error in therelative pKg's of 1.45 units for HF with alternate
radii is only 2 times as large as that of the correlated methods.
In fact, for the CH-substituted imidazole the Hartre€ock
results for the relative io,'s are indistinguishable from the
correlated ones.

The Hartree-Fock level of approximation appears to work
better in the calculations of relativé&kKp values, especially for
cases in which the differences in the compared molecules are
e.g.,, R= H and CH for the substituted imidazole
compounds. This result is consistent with the previous findings
of Rashin et af. However, the HartreeFock approximation
is still not sufficient for obtaining highly accurate relativip
values when the compared molecules are significantly different,
e.g., R=H and NH or Cl for the substituted imidazole systems.

5. Conclusions

We developed a procedure that combines a continuum model
description of the solvent with density functional theory for the
solute. The procedure involves an initial ab initio calculation
to characterize the gas-phase system and then solvation by
coupling B3LYP/6-31%#G(dp) to continuum solvent using a
self-consistent reaction field cycle.

The procedure was applied to the calculation of absolute and
relative K, values for the deprotonation of ring nitrogen in a
series of substituted imidazole compounds. We found that to
obtain absolute g, values, on average, to within 0.8 units of

differences between these two compilations relying on the sameexperiment, the following conditions were necessary:
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(i) treat the solutes at a highly correlated level, i.e., with’G2,
G2MP222 or density functional theory (DFT£44 (i) during
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electrostatic solvation use molecular surfaces based on atomigyg ‘1793

cavity radii of Rashin et al® with one slight modification, i.e.,
use 2.23 A for the atomic cavity radius of aromatic carbon
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the proton solvation free energy.
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The solvation free energy of the proton has been quoted to Phys 1988 89, 3086.

be in the range of-252.6 to—262.5 kcal/mof. Our calculations
indicate that it may be closer to the lower end of this range
because we use a value 8262.5 kcal/mol, which results in
average absolute errors of 0.80 units in absolitgvalues for
the G2MP2 calculations. A value 0f262.5 kcal/mol for
AGhy(H™) is similar to the hydration enthalpy of* which
equals —262.2 kcal/mol. This indicates that the hydration
entropy of the proton is small. This is at odds with most
compilations of hydration experimental data, which present
rather large hydration entropies for'H Analysis of experi-

mental data on the hydration of alkali metal salts revealed large
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Chem.1994 51, 375.
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51, 359.
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65.
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Chem. Soc1994 116,11875.

(34) Tawa, G. J.; Martin, R. L.; Pratt, L. R.; Russo, T.WPhys. Chem

differences in solvation entropies of the same salt between two 199¢ 100, 1515.

different compilations, though the solvation enthalpies are
similar. All of this indicates that experimental data are not
accurate or well enough defined to verify high quality theoretical
calculations.

The solvation energy of the proton is not an issue when
considering the relativeiy values. In this case 0.8 units of

(35) Marten, B.; Kim, K.; Cortis, C.; Friesner, R. A.; Murphy, R. B;
Ringnalda, M. N.; Sitkoff, D.; Honig, BJ. Phys. Cheml996 100,11775.
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accuracy is again only possible when the solutes are treated at (40) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Gill, P. M. W.;
the correlated level. However, when the difference between Johnson, B. G.; Robb, M. A.; Cheeseman, J. R.; Keith, T.; Petersson, G.

solutes is small, e.g., R H and CH in the substituted
imidazoles, HartreeFock calculations give quite good estimates
of relative K, values.
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